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This scoping review explores the role of Artificial Intelligence [AI] in enhancing teaching and learning in 
higher education, focusing on improving quality education and encouraging critical engagement. A 
thorough screening process led to the selection of 64 relevant, high-quality studies. Data from each article, 
including research goals, methods, findings, and ethical considerations, were systematically analysed to 
provide a well-rounded understanding of AI's impact on education. The review covers research from 2010 
to 2024, examining how AI technologies like machine learning, natural language processing, and adaptive 
learning systems are being used in education. It highlights key benefits, such as personalised learning, 
better teaching strategies, and more efficient administrative processes. However, it also tackles challenges 
like data privacy, ethical concerns, and the digital divide. Using the Technology Acceptance Model and 
Self-Directed Learning theory as frameworks, the review looks at what influences the adoption and 
effectiveness of AI in higher education. While AI has the potential to significantly improve educational 
quality by providing tailored learning and fostering critical thinking, its success relies on overcoming 
ethical issues, ensuring fair access, and boosting digital literacy for both educators and students. The study 
emphasises the need for collaboration between educators, policymakers, and tech developers to make the 
most of AI’s potential while safeguarding the rights of all involved. It also offers recommendations for 
future research and practical steps to ensure AI is used responsibly and effectively in higher 
education.            
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1. Introduction 

The rapid advancement of Artificial Intelligence [AI] has permeated various sectors globally, 
including higher education, where it promises to revolutionize teaching and learning processes 
(Asio & Gadia, 2024; Zawacki-Richter et al., 2019). AI technologies such as machine learning, 
natural language processing, and adaptive learning systems are being integrated into educational 
practices to enhance teaching effectiveness and student engagement (Dwivedi et al., 2021). These 
technologies offer the potential to personalize learning experiences, optimize administrative 
functions, and foster critical engagement, thereby contributing to the overall quality of education 
(Asio, 2024; Holmes et al., 2021). AI's role in higher education is multifaceted. One significant 
application is personalized learning, where AI algorithms analyse students' learning patterns and 
adapt instructional materials to meet individual needs (Baker & Smith, 2019). This approach allows 
for tailored learning experiences that can improve student outcomes by addressing diverse 
learning styles and paces. For instance, intelligent tutoring systems provide real-time feedback and 
customized learning paths, enhancing students' understanding and retention of course material 
(Sharma et al., 2020). 

Moreover, AI facilitates adaptive learning platforms that dynamically adjust content based on 
students' performance and feedback (Tang & Sivanathan, 2021). These platforms use data analytics 
to identify areas where students struggle and provide targeted interventions to address knowledge 
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gaps (Ramachandran et al., 2023a). By continuously monitoring and responding to students' needs, 
adaptive learning systems help maintain engagement and motivation, crucial factors for academic 
success (Gupta & Chen, 2022). In addition to enhancing teaching methodologies, AI technologies 
streamline administrative tasks, allowing educators to focus more on teaching and less on 
bureaucratic duties (Okonkwo & Ade-Ibijola, 2021). AI-powered tools such as chatbots and 
automated grading systems reduce the administrative burden by handling routine inquiries and 
grading assignments, respectively (Hossain, Alamri et al., 2022). This efficiency not only saves time 
but also ensures consistent and timely feedback for students, further supporting their learning 
journey (Smith & Jones, 2018). 

Despite the promising benefits, integrating AI in higher education presents several challenges. 
Data privacy and security are paramount concerns (Asio & Gadia, 2024), as AI systems often 
require access to extensive student data to function effectively (Regan & Jesse, 2019). Ensuring that 
this data is handled responsibly and protected against breaches is critical to maintaining trust and 
compliance with legal standards (Siemens & Gasevic, 2017). Additionally, the potential for 
algorithmic bias in AI systems raises ethical issues, as biased algorithms can perpetuate or 
exacerbate existing inequalities in education (Ramachandran et al., 2023b). The digital divide also 
poses a significant barrier to the equitable implementation of AI in education (Maphalala & Ajani, 
2024; Seymour et al., 2020). Students from marginalized communities may lack access to the 
necessary technological infrastructure, limiting their ability to benefit from AI-enhanced learning 
tools (Bozkurt & Sharma, 2020). Addressing this divide requires concerted efforts to provide 
equitable access to technology and ensure that all students have the digital literacy skills needed to 
navigate AI-driven educational environments (Ally et al., 2019). 

The theoretical frameworks guiding this study are the Technology Acceptance Model [TAM] 
and Self-Directed Learning [SDL] theory. TAM posits that perceived usefulness and perceived ease 
of use are critical determinants of technology adoption (Davis, 1989). In the context of AI in higher 
education, these perceptions significantly influence educators' and students' acceptance of AI tools 
and their integration into teaching and learning practices (Hossain, Alkhalaf et al., 2022). SDL 
theory, on the other hand, emphasizes learners' autonomy and responsibility in directing their 
learning processes, which is essential for effectively using AI-enhanced learning environments 
(Knowles et al., 2014). Recent literature highlights the need for empirical research on the long-term 
implications of AI adoption in higher education (Holmes et al., 2021). While anecdotal evidence 
suggests positive impacts, comprehensive analyses of AI's broader implications for learning and 
teaching are limited (Zawacki-Richter et al., 2019). This study aims to address these gaps by 
synthesizing existing research on AI's role in higher education, focusing on the benefits, 
challenges, and implications for quality education and critical engagement. 

The study also seeks to develop a robust ethical framework for AI implementation in education. 
Previous research has explored ethical challenges such as data privacy and algorithmic bias, but a 
comprehensive framework that addresses these issues holistically is lacking (Regan & Jesse, 2019). 
By proposing guidelines for responsible AI use, this study aims to ensure that AI technologies are 
implemented in ways that protect students' rights and promote fairness (Holmes et al., 2021). 
Furthermore, the study will examine the effectiveness of AI in enhancing learning outcomes 
through empirical research. While AI-driven tools have shown potential in improving student 
engagement and performance, systematic evaluations are necessary to validate these claims and 
understand the conditions under which AI is most effective (Ramachandran et al., 2023a). This 
research will contribute to developing evidence-based practices for integrating AI in higher 
education. 

While research, such as that by Zawacki-Richter et al. (2019) and Patel & Jain (2019), 
underscores the potential of Artificial Intelligence (AI) to transform teaching and learning in 
higher education, significant gaps persist in understanding how these technologies can be 
integrated equitably and ethically across diverse educational contexts. Much of the literature 
highlights the technological advantages of AI, including personalised learning and enhanced 
administrative processes (Baker & Smith, 2019; Okonkwo & Ade-Ibijola, 2021). However, there 
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remains limited focus on practical challenges, such as digital literacy, equitable access, and data 
privacy concerns (Bozkurt & Sharma, 2020; Ramachandran et al., 2023a). Furthermore, AI adoption 
in under-resourced or rural universities, where the digital divide is most evident, is notably 
underexplored (Ajani, 2023; Maphalala & Ajani, 2023). This research gap highlights the necessity 
for studies that not only explore the advantages of AI but also examine the barriers to its effective 
implementation, particularly in contexts where infrastructure and digital skills are limited. This 
study addresses these critical issues by offering a more comprehensive and context-specific 
analysis of AI integration in higher education. 

2. Theoretical Framework 

The theoretical framework for this study leverages the principles of Self-Directed Learning and the 
Technology Acceptance Model to explore the integration of Artificial Intelligence in higher 
education. SDL and TAM provide complementary perspectives on how learners and educators 
interact with technology-enhanced learning environments, making them ideal for examining AI's 
role in educational settings. SDL, originating from the work of Malcolm Knowles, emphasizes the 
autonomy and self-direction of learners (Knowles, 1975). Knowles posited that adults are naturally 
inclined to take responsibility for their own learning, driven by intrinsic motivation and the need 
to apply knowledge in real-world contexts. SDL involves learners diagnosing their learning needs, 
formulating learning goals, identifying resources, choosing and implementing learning strategies, 
and evaluating learning outcomes. This approach aligns well with AI-enhanced learning 
environments, where personalized learning paths and adaptive technologies support individual 
learning preferences and paces (Li et al., 2024). 

The principles of SDL include learner autonomy, self-regulation, and intrinsic motivation. 
Learner autonomy refers to the ability to take control of one's learning journey, making decisions 
about what, how, and when to learn. Self-regulation involves managing one’s learning process 
through goal setting, self-monitoring, and self-reflection. Intrinsic motivation drives learners to 
engage in learning activities out of personal interest and the desire to achieve competence. AI 
technologies can facilitate these principles by providing tools and platforms that adapt to learners’ 
needs, preferences, and progress, thereby enhancing their ability to direct their own learning 
(Ifenthaler & Schumacher, 2023a). TAM, developed by Fred Davis in 1989, is a widely used model 
to explain and predict technology adoption (Davis, 1989). TAM posits that perceived usefulness 
[PU] and perceived ease of use [PEOU] are the primary factors influencing users' acceptance of 
technology. PU is defined as the degree to which a person believes that using a particular system 
would enhance their job performance, while PEOU refers to the extent to which a person believes 
that using the system would be free of effort. These perceptions shape users’ attitudes towards 
technology, which in turn affect their intention to use and actual usage behaviour (Venkatesh & 
Davis, 2000). 
The tenets of TAM include external variables, PU, PEOU, attitude towards using technology, 
behavioural intention to use technology, and actual system use. External variables such as user 
training, system design, and support influence PU and PEOU. PU and PEOU directly affect users’ 
attitudes towards the technology, which subsequently impacts their behavioural intention to use it. 
This intention is a strong predictor of actual system use. TAM is particularly relevant in 
educational contexts, where educators’ and students’ perceptions of AI tools can significantly 
impact their acceptance and integration into teaching and learning practices (Hossain, Alkhalaf et 
al., 2022). The rationale for using SDL and TAM in this study is grounded in their relevance to 
understanding technology-enhanced learning environments. SDL focuses on the learner’s 
perspective, highlighting the importance of autonomy and self-regulation in the learning process. 
In contrast, TAM provides a framework for examining the factors that influence the acceptance 
and adoption of AI technologies by both educators and learners. Together, these theories offer a 
comprehensive understanding of how AI can be effectively integrated into higher education to 
enhance teaching and learning (Gupta & Chen, 2022). 
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Justifying the use of SDL in this study, AI technologies such as adaptive learning platforms and 
intelligent tutoring systems align well with SDL principles. These technologies allow learners to 
set their own learning goals, choose personalized learning paths, and receive immediate feedback 
on their progress, fostering a self-directed learning environment. Research indicates that AI-
enhanced learning environments can support SDL by providing learners with the tools and 
resources they need to take control of their learning journey (Ramachandran et al., 2023a). The use 
of TAM is justified by its robust framework for predicting and explaining technology adoption. 
Understanding educators’ and students’ perceptions of AI’s usefulness and ease of use is critical 
for successful implementation. For example, if educators perceive AI tools as beneficial for 
enhancing teaching effectiveness and improving student outcomes, they are more likely to 
integrate these tools into their instructional practices (Dwivedi et al., 2021). Similarly, if students 
find AI-driven learning platforms easy to use and helpful in achieving their learning goals, their 
engagement and motivation to use these technologies will increase (Ramachandran et al., 2023b). 
Moreover, integrating SDL and TAM provides a holistic view of AI adoption in education. While 
SDL emphasizes the learner’s role in directing their learning process, TAM focuses on the factors 
influencing technology acceptance. By combining these perspectives, the study can address both 
the individual learner’s autonomy and the broader contextual factors that facilitate or hinder AI 
integration in higher education (Ifenthaler & Schumacher, 2023b). The theoretical framework also 
considers the dynamic interplay between perceived usefulness, perceived ease of use, and self-
directed learning behaviours. Studies have shown that when learners perceive AI technologies as 
useful and easy to use, their engagement and motivation to direct their own learning increase 
(Hossain, Alamri et al., 2022). Conversely, self-directed learners are more likely to appreciate and 
effectively utilize AI tools that enhance their learning experiences, creating a positive feedback 
loop that reinforces both SDL and technology adoption principles (Li et al., 2024). 

Furthermore, the ethical considerations of AI integration are crucial. Ethical AI practices align 
with SDL by ensuring that learners’ autonomy and privacy are respected. TAM’s focus on user 
perceptions also highlights the need for transparent and fair AI systems to build trust and 
acceptance among users (Siemens & Gasevic, 2017). Addressing these ethical issues is essential for 
creating a supportive and equitable learning environment where AI can flourish (Ramachandran 
et al., 2023c). In conclusion, using SDL and TAM as the theoretical framework for this study 
provides a comprehensive approach to understanding AI integration in higher education. SDL 
emphasizes learner autonomy and self-regulation, while TAM focuses on the factors influencing 
technology acceptance. Together, these theories offer valuable insights into how AI technologies 
can enhance teaching and learning, addressing both individual and contextual factors. By 
examining AI's impact through the lenses of SDL and TAM, the study aims to promote effective 
and ethical AI integration in higher education, ultimately enhancing the quality of education and 
fostering critical engagement among learners and educators. 

3. Literature Review 

The integration of Artificial Intelligence into higher education has garnered significant attention 
over the past decade, reflecting a growing interest in leveraging advanced technologies to enhance 
teaching and learning (Asio, 2024). This literature review examines the current state of research on 
AI in higher education, focusing on its benefits, challenges, and implications for promoting quality 
education and critical engagement. AI technologies, such as machine learning, natural language 
processing, and computer vision, have been increasingly applied in educational settings to support 
personalized learning, automate administrative tasks, and enhance educational outcomes (Holmes 
et al., 2021). Studies have shown that AI-driven personalized learning systems can adapt 
educational content to meet individual students' needs, thus improving engagement and learning 
outcomes (Khalil et al., 2024). These systems use data analytics to tailor instruction and provide 
real-time feedback, enabling students to learn at their own pace and according to their unique 
learning styles (Sharma et al., 2020). 
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Intelligent tutoring systems [ITS] represent another significant application of AI in education. 
ITS provide personalized tutoring by adapting to students' learning progress and offering tailored 
feedback and guidance (Asio, 2024). Research has demonstrated that these systems can effectively 
support students, particularly in subjects requiring repetitive practice and immediate feedback, 
such as mathematics and language learning (Nguyen & Walker, 2020). ITS not only enhance 
learning outcomes but also reduce the cognitive load on educators by automating routine 
instructional tasks. AI's role in assessment has also been widely explored. Automated grading 
systems have been shown to reduce educators' workload and provide consistent, timely feedback 
to students (Smith & Jones, 2018). These systems use algorithms to evaluate student work, 
including essays and problem sets, offering detailed feedback and scoring. Additionally, AI-driven 
adaptive testing platforms adjust the difficulty of questions based on student performance, leading 
to more accurate assessments of student knowledge and skills (Brown & Green, 2020). 

Despite these benefits, the integration of AI in higher education is not without challenges. Data 
privacy and security are major concerns, as AI systems often require access to vast amounts of 
personal data to function effectively (Holmes et al., 2021). Ensuring that this data is securely stored 
and managed is critical to maintaining student trust and complying with legal and ethical 
standards (Regan & Jesse, 2019). Moreover, there are concerns about algorithmic bias and fairness. 
AI systems can inadvertently perpetuate existing biases if the data they are trained on reflects 
societal inequalities (Ramachandran et al., 2023c). This can lead to unfair outcomes and exacerbate 
educational disparities. The ethical implications of AI in education extend beyond privacy and 
bias. The potential dehumanization of education is a significant concern, with critics arguing that 
over-reliance on AI could undermine the human elements of teaching and learning (Zawacki-
Richter et al., 2019). While AI can efficiently handle many tasks, the value of human interaction, 
mentorship, and emotional support in education cannot be overstated. Balancing the benefits of AI 
with the need to preserve these human elements is crucial for the holistic development of students 
(Holmes et al., 2021). 
Equity and access are also critical issues in the adoption of AI in higher education. The digital 
divide remains a significant barrier, with students from marginalized communities often lacking 
access to the necessary technological infrastructure (Seymour et al., 2020). This disparity can limit 
the effectiveness of AI-enhanced learning tools and exacerbate educational inequalities. 
Policymakers and educational institutions must prioritize initiatives to bridge this gap and ensure 
that all students have equitable access to AI technologies (Bozkurt & Sharma, 2020). Faculty 
development is another crucial factor in the successful integration of AI in higher education. 
Educators need to be equipped with the skills and knowledge to effectively use AI tools in their 
teaching practices (Hossain, Alamri et al., 2022). Professional development programmes focusing 
on digital competencies and AI literacy are essential for helping faculty members navigate the 
complexities of AI-enhanced education (Ifenthaler & Schumacher, 2023b). These programmes 
should also address the ethical and pedagogical implications of AI to ensure that educators can 
integrate these technologies responsibly and effectively. 

The theoretical underpinnings of AI integration in education are informed by models such as 
the Technology Acceptance Model and Self-Directed Learning. TAM explains how users come to 
accept and use technology, emphasizing the importance of perceived usefulness and ease of use 
(Davis, 1989). Studies have shown that educators' and students' perceptions of AI's utility and 
usability significantly influence their acceptance and adoption of these technologies (Dwivedi et 
al., 2021). On the other hand, SDL emphasizes the importance of learner autonomy and self-
regulation, which align well with AI's capabilities to personalize learning and support self-directed 
learning pathways (Knowles et al., 2014). Research has also highlighted the importance of fostering 
a culture of collaboration and knowledge sharing to maximize AI's potential in higher education. 
Collaboration among faculty members, instructional designers, and technology experts is essential 
for co-creating AI-enabled learning environments that cater to diverse learner needs and 
preferences (Ramachandran et al., 2023a). Institutional support structures, including adequate 
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resources and technical support, are critical for sustaining these collaborative efforts and 
promoting innovation in teaching and learning (Hodges et al., 2020). 

Moreover, the long-term implications of AI adoption for institutional effectiveness and student 
success warrant further investigation. While AI has the potential to improve administrative 
efficiency and optimize resource allocation, its impact on broader educational outcomes, such as 
critical thinking, creativity, and social skills, remains underexplored (Chiu et al., 2024). Empirical 
research is needed to validate the long-term benefits of AI in education and ensure that its 
integration supports holistic student development. The integration of AI in higher education 
presents significant opportunities for enhancing teaching and learning. AI technologies can 
personalize learning experiences, improve assessment methods, and streamline administrative 
functions. However, addressing the challenges related to data privacy, equity, and ethical 
considerations is crucial for realizing these benefits. A comprehensive approach that includes 
robust faculty development, equitable access initiatives, and ongoing ethical reflection is essential 
for the responsible and effective integration of AI in higher education. Future research should 
continue to explore the dynamic interplay between technology, pedagogy, and learner 
engagement to fully harness AI's transformative potential in education. 

The reviewed literature on the integration of Artificial Intelligence into higher education 
provides a comprehensive understanding of its potential benefits and challenges. AI technologies 
such as machine learning, natural language processing, and intelligent tutoring systems are 
transforming educational practices by offering personalized learning experiences, automating 
administrative tasks, and enhancing student engagement (Asio, 2024; Holmes et al., 2021). Various 
studies have demonstrated that AI-driven tools can tailor educational content to individual 
students' needs, resulting in improved learning outcomes and self-paced learning (e.g. Khalil et al., 
2024; Sharma et al., 2020). Intelligent tutoring systems further support personalized instruction, 
offering real-time feedback, especially in subjects requiring frequent practice like mathematics and 
languages (Nguyen & Walker, 2020). 
However, the literature also highlights significant challenges associated with AI integration. Issues 
surrounding data privacy, algorithmic bias, and equitable access to technology are recurring 
concerns (Holmes et al., 2021; Ramachandran et al., 2023c). There is a growing awareness of the 
ethical implications of AI in education, particularly regarding the potential for dehumanization 
and the marginalization of vulnerable student populations due to the digital divide (Bozkurt & 
Sharma, 2020; Zawacki-Richter et al., 2019). Furthermore, educators' digital literacy and 
institutional support systems are identified as critical factors in the effective adoption of AI tools 
(Hossain, Alamri et al., 2022; Ifenthaler & Schumacher, 2023b). 

4. Research Methodology 

This study employed a scoping review methodology to comprehensively examine the role of 
Artificial Intelligence in enhancing teaching and learning in higher education. A scoping review is 
particularly suited for identifying and mapping the existing literature on a broad topic and is 
valuable for highlighting research gaps and informing future research directions (Arksey & 
O’Malley, 2005). This approach was chosen to provide a broad overview of AI applications in 
higher education, encompassing a wide range of studies and methodologies, and to synthesize 
findings in a structured manner. The first step in the scoping review process involved defining the 
research question and objectives clearly. The primary research question guiding this review was: 
"How does Artificial Intelligence enhance teaching and learning in higher education?" This 
question was designed to capture the broad scope of AI applications and their impacts on 
educational quality and critical engagement. The objectives included identifying key AI 
technologies used in higher education, evaluating their effectiveness, and examining associated 
challenges and ethical considerations. 

A comprehensive search strategy was developed to retrieve relevant literature from multiple 
databases. The databases searched included Google Scholar and Scopus, ensuring a wide coverage 
of peer-reviewed journals and conference proceedings. Keywords and search strings were 
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carefully selected to encompass the breadth of the topic, including terms such as "artificial 
intelligence," "higher education," "teaching and learning," "personalized learning," "adaptive 
learning," and "educational technology." Boolean operators were used to combine these terms 
effectively, and the search was limited to articles published between 2010 and 2024 to capture 
recent advancements in AI. The inclusion criteria for selecting articles were defined as follows: 
studies must be peer-reviewed, published in English, and directly address the application of AI in 
higher education contexts. Studies could focus on various aspects of AI, including teaching 
methodologies, learning outcomes, assessment, administrative functions, and ethical 
considerations. Exclusion criteria included articles not available in full text, non-peer-reviewed 
sources, and studies that did not specifically focus on higher education. 

The initial search yielded several articles, which were then subjected to a rigorous screening 
process. Titles and abstracts were first reviewed to eliminate irrelevant studies, resulting in a 
preliminary set of 112 articles. The full texts of these articles were then reviewed against the 
inclusion and exclusion criteria, further narrowing the selection to 64 articles. This systematic 
approach ensured that only the most relevant and high-quality studies were included in the final 
analysis. Data extraction was conducted using a standardized form to capture essential 
information from each article. This included bibliographic details, research objectives, 
methodology, key findings, theoretical frameworks used, and any identified challenges or ethical 
considerations. This structured approach facilitated the synthesis of findings across diverse 
studies, allowing for a comprehensive analysis of the current state of research on AI in higher 
education. 

The extracted data were analysed thematically to identify common patterns and themes. 
Thematic analysis is a method for identifying, analysing, and reporting patterns within data 
(Braun & Clarke, 2006). It involves coding the data and grouping codes into themes that address 
the research questions. In this study, themes included the benefits of AI in personalizing learning, 
improving assessment, enhancing administrative efficiency, and fostering critical engagement, as 
well as challenges related to data privacy, algorithmic bias, and equitable access. Throughout the 
review process, efforts were made to ensure transparency, reliability, and reproducibility. Detailed 
records of the search strategy, selection criteria, and data extraction process were maintained, and 
the findings were reported following the PRISMA (Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses) guidelines (Page et al., 2021). This adherence to established 
guidelines helped to ensure the methodological rigor and credibility of the review. 

Ethical considerations were addressed by ensuring the responsible reporting and interpretation 
of findings. The review included a critical examination of ethical issues associated with AI in 
education, such as data privacy, surveillance, and fairness, aligning with the broader ethical 
frameworks in educational research (Regan & Jesse, 2019). By highlighting these issues, the study 
aimed to contribute to the development of ethical guidelines for AI integration in higher 
education. The findings of the scoping review were synthesized to provide a comprehensive 
overview of the current state of AI in higher education. This synthesis involved summarizing the 
key benefits and challenges identified in the literature and discussing their implications for 
teaching and learning practices. The review also highlighted areas where further research is 
needed, particularly regarding the long-term impacts of AI on educational outcomes and 
institutional effectiveness. 

Conversely, Braun and Clarke’s (2006) procedures for thematic analysis were applied for data 
analysis of the final articles, using the research objectives as guide. This systematic literature 
analysis procedure, as indicated below, resulted in themes (as presented and discussed in the next 
section.  
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Figure 1 
Flow diagram of the systematic search process 

 

5. Results 

As explained in the methodology, the systematic procedure for this study resulted in themes, to 
cluster ideas from various scholars, from various studies. The studies among other things 
highlighted the significant role of AI in higher education (Asio & Gadia, 2024). The key themes 
from the data analysis of articles on AI are presented in Table 1.  

Table 1 
Key themes, authors, and findings 

Key Themes Authors Findings 

Personalized Learning Ajani (2023); Ally et al. (2019); Asio & 
Gadia (2024); Baker and Smith (2019); 
Holmes et al. (2021); Ifenthaler & 
Schumacher (2023b); Ramachandran et al. 
(2023a) 

Personalized learning systems 
enhance engagement and 
academic outcomes by tailoring 
content. However, infrastructure 
challenges limit their 
effectiveness in rural and 
underfunded universities. AI-
driven platforms can bridge this 
gap. 
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Table 1 continued 

Key Themes Authors Findings 

Intelligent Tutoring Systems Ajani (2023); Bozkurt and Sharma (2020); 

Hossain, Alkhalaf et al. (2022)Nguyen and 

Walker (2020); Ramachandran et al. 
(2023b); Sharma et al. (2020) 

ITS improve STEM learning 
outcomes by offering tailored 
tutoring, but digital divides in 
South Africa hinder equitable 
access. Bridging this gap is 
critical for AI-based tutoring to 
benefit all students. 

AI-Driven Assessment and 
Grading 

Ajani (2023); Brown and Green (2020); 
Davis (1989); Ramachandran et al. (2023c); 
Smith and Jones (2018); Venkatesh and 
Davis (2000) 

AI grading systems reduce bias 
and workload but pose ethical 
concerns about transparency. 
Resistance from educators in 
South Africa limits adoption, as 
they fear technology could 
diminish their role in the 
classroom. 

Administrative Efficiency Ajani (2023); Dwivedi et al. (2021); Florida 
et al. (2018); Johnson and Kumar (2019); 
Okonkwo and Ade-Ibijola (2021); 
Williams and Roberts (2022) 

AI improves university 
administration by streamlining 
tasks and using predictive 
analytics. However, inadequate 
digital infrastructure and lack of 
training hinder adoption, 
especially in South African 
universities. 

Student Support Services Ajani (2023); Asio & Gadia, (2024); 
Bozkurt & Sharma (2020); Gupta and 
Chen (2022); Hodges et al. (2020); 
Hossain, Alamri et al. (2022); Patel and 
Jain (2019) 

AI-powered chatbots and virtual 
assistants enhance student 
support but are limited by 
digital literacy and access. In 
rural settings, students struggle 
to access these tools, increasing 
the digital divide. 

Challenges and Ethical 
Considerations 

Ajani (2023); Asio and Gadia (2024); 
Bozkurt and Sharma (2020); Holmes et al. 
(2021); Ramachandran et al. (2023c); 
Regan and Jesse (2019); Siemens and 
Gasevic (2017)  

Data privacy, algorithmic bias, 
and ethical transparency are 
critical concerns. Universities 
must develop policies to 
safeguard data and ensure that 
AI does not perpetuate 
educational inequalities. 

 
5.1. Personalized Learning 

AI-driven personalized learning systems have become pivotal in enhancing individual learning 
experiences by adapting content delivery to suit the unique needs of students (Asio & Gadia, 
2024). These systems utilize real-time data to tailor learning paths based on student performance, 
learning pace, and preferences. Research by Baker and Smith (2019) highlights the importance of 
personalized learning systems in boosting student motivation and engagement, ultimately leading 
to better academic outcomes. Furthermore, AI tools make it possible to address learning gaps 
effectively, as they offer tailored support to students in areas where they need improvement 
(Ramachandran et al., 2023a). 

However, the successful implementation of personalized learning, particularly in resource-
constrained environments like rural universities, presents significant challenges. As Ajani (2023) 
notes, the effective adoption of e-learning tools, including AI-powered personalized learning 
systems, in South African universities is hindered by infrastructure limitations, insufficient 
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training for educators, and resistance to technology. Thus, while personalized learning offers 
enormous potential for enhancing education, its success is contingent on addressing these 
infrastructural and pedagogical barriers (Ally et al., 2019). 

5.2. Intelligent Tutoring Systems [ITS] 

Intelligent Tutoring Systems powered by AI are transforming education by simulating one-on-one 
tutoring experiences (Asio & Gadia, 2024). ITS can provide students with immediate, personalized 
feedback, allowing for real-time learning interventions (Nguyen & Walker, 2020). Sharma et al. 
(2020) emphasize the effectiveness of ITS in subjects like STEM, where individualized guidance is 
crucial for students to master complex concepts. These systems adjust their tutoring methods 
based on student responses, making the learning experience more interactive and adaptive. 

Despite their promise, the integration of ITS into higher education faces challenges, particularly 
in underfunded institutions. Ajani (2023) points out that many universities in South Africa struggle 
with the digital divide, which limits the accessibility of advanced AI tools such as ITS. This gap 
must be addressed to ensure that the benefits of ITS can be fully realized. As Bozkurt and Sharma 
(2020) argue, bridging the digital divide is essential for creating equitable access to AI-driven 
learning technologies and avoiding further educational disparities. 

5.3. AI-Driven Assessment and Grading 

The use of AI in assessment and grading has introduced significant improvements in the efficiency 
and accuracy of evaluating student work. Automated grading systems, utilizing natural language 
processing [NLP] and machine learning, are capable of providing objective and consistent 
feedback on written assignments and assessments (Brown & Green, 2020). These AI-driven 
systems have the potential to reduce grading bias and human error, ensuring a fairer assessment 
process. Smith and Jones (2018) note that automated grading also relieves the workload on 
educators, enabling them to focus on more complex pedagogical tasks. 

However, ethical concerns persist regarding the accuracy of AI in assessment, particularly in 
interpreting nuanced student work. Ramachandran et al. (2023c) stress the importance of 
transparency and ethical considerations when implementing AI systems in education. The reliance 
on AI algorithms raises questions about accountability and the potential biases embedded in the 
systems. Ajani (2023) also raises concerns about the resistance to AI-driven assessment in South 
African universities, where educators fear that technology may undermine their role in the 
classroom. Therefore, a balance must be struck between leveraging AI's efficiency and ensuring 
human oversight in the assessment process. 

5.4. Administrative Efficiency 

AI technologies are increasingly being integrated into the administrative functions of higher 
education institutions, improving efficiency and decision-making processes. AI-powered tools 
streamline routine tasks such as scheduling, course registration, and resource allocation, allowing 
institutions to operate more effectively (Johnson & Kumar, 2019). Predictive analytics, for instance, 
can help institutions anticipate enrolment trends and allocate resources more efficiently, leading to 
cost savings and better student outcomes. 

However, Okonkwo and Ade-Ibijola (2021) note that the successful implementation of AI in 
administration depends on the availability of reliable data and the digital literacy of administrative 
staff. Ajani (2023) similarly highlights the challenges faced by South African universities in 
adopting AI for administrative functions, pointing to the need for comprehensive training and 
infrastructure development. The potential of AI to revolutionize educational administration is 
evident, but institutions must invest in overcoming the technological and human resource barriers 
that hinder full adoption. 
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5.5. Student Support Services 

AI-driven student support services, such as chatbots and virtual assistants, are becoming essential 
tools for improving student engagement and satisfaction. These AI systems provide immediate, 
24/7 support for routine inquiries related to enrolment, course information, and academic 
resources, thus enhancing the student experience (Gupta & Chen, 2022). Hossain, Alamri et al. 
(2022) emphasize the role of AI chatbots in reducing the administrative burden on staff while 
providing accurate and timely information to students. 

However, as Ajani (2023) points out, the effective use of AI in student support services is 
limited by the digital infrastructure available in many South African universities. Many students, 
particularly in rural areas, lack the necessary digital literacy and access to high-speed internet, 
limiting their ability to fully benefit from AI-driven support systems. Bozkurt and Sharma (2020) 
argue that closing this digital divide is essential for ensuring equitable access to AI technologies 
and improving student support across all institutions. 

5.6. Challenges and Ethical Considerations 

Despite the promising potential of AI in education, numerous challenges and ethical concerns 
must be addressed to ensure its effective integration (Asio & Gadia, 2024). One major challenge is 
the issue of data privacy. AI systems rely on vast amounts of student data, raising concerns about 
how this data is collected, stored, and used. Holmes et al. (2021) highlight the need for robust data 
protection measures to safeguard students' personal information. Ajani (2023) also points out that 
many universities in South Africa lack clear policies on data protection, which could expose 
students to risks of data breaches. 

Ethical concerns also extend to the possibility of algorithmic bias in AI-driven educational tools. 
If AI systems are trained on biased data sets, they may reinforce existing inequalities in education 
(Ramachandran et al., 2023c). Ajani (2023) stresses that these biases are particularly problematic in 
South Africa, where socio-economic disparities already hinder access to education. To mitigate 
these risks, educational institutions must prioritize transparency and fairness in the design and 
implementation of AI tools, ensuring that they promote inclusivity rather than exacerbating 
existing inequalities (Bozkurt & Sharma, 2020). 

6. Discussion 

The discussion section synthesizes the findings of this study, examining the integration of 
Artificial Intelligence in higher education through the lenses of the Technology Acceptance Model 
and Self-Directed Learning theory. The integration of these theories provides a comprehensive 
framework for understanding the adoption, impact, and future potential of AI in educational 
settings. 

The Technology Acceptance Model posits that perceived usefulness and perceived ease of use 
are critical determinants of technology acceptance (Venkatesh & Bala, 2008). This study's findings 
support this assertion, revealing that educators and students are more likely to adopt AI 
technologies when they perceive them as beneficial and user-friendly. For example, at Stanford 
University, the adoption of AI-driven adaptive learning platforms has been largely influenced by 
faculty members' recognition of these tools' ability to enhance teaching effectiveness and student 
learning outcomes (Ramachandran et al., 2023b). The perceived ease of use of these platforms, 
facilitated by user-friendly interfaces and comprehensive training programmes, has further driven 
their acceptance. 

Self-Directed Learning [SDL] theory emphasizes the importance of learner autonomy, 
motivation, and responsibility in the learning process (Knowles et al., 2014). The integration of AI 
technologies aligns with SDL principles by providing personalized learning experiences that 
empower students to take control of their learning journeys. For instance, the use of intelligent 
tutoring systems at the University of Michigan has enabled students to set their learning goals, 
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receive tailored feedback, and monitor their progress independently (Nguyen & Walker, 2020). 
This autonomy fosters intrinsic motivation and encourages lifelong learning, key tenets of SDL. 

Despite these benefits, the study also highlights significant challenges that must be addressed to 
maximize the potential of AI in higher education. Data privacy concerns are paramount, as AI 
systems often require extensive data collection to function effectively. At Harvard University, the 
implementation of AI-driven predictive analytics for student support services has raised concerns 
about data security and the ethical use of student information (Holmes et al., 2021). Ensuring 
robust data protection measures and transparent data usage policies is essential to address these 
concerns and build trust among stakeholders. 

Ethical considerations, particularly related to algorithmic bias, also pose significant challenges. 
AI systems can inadvertently perpetuate existing biases, leading to unfair outcomes. Research at 
the University of California, Berkeley, has shown that AI-based grading systems can exhibit biases 
against certain demographic groups if the training data is not representative (Ramachandran et al., 
2023c). Addressing these ethical issues requires ongoing monitoring, interdisciplinary 
collaboration, and the development of ethical guidelines for AI implementation in education. 

Digital inclusion is another critical concern. The digital divide can exacerbate educational 
inequalities, as students from marginalized communities often lack access to the necessary 
infrastructure for AI-enhanced learning. At the University of Cape Town, initiatives to provide 
digital devices and internet access to underserved students have been crucial in promoting 
equitable access to AI technologies (Seymour et al., 2020). Policymakers and educational 
institutions must prioritize digital inclusion to ensure that all students benefit from AI-driven 
educational innovations. 

Faculty training and support are essential for the successful integration of AI in higher 
education. Educators need to develop digital competencies to effectively use AI tools in their 
teaching practices. At the University of Toronto, professional development programmes focusing 
on AI integration have equipped faculty with the skills needed to leverage AI technologies 
effectively (Hossain, Alamri et al., 2022). Continuous training and collaborative efforts between 
educators, instructional designers, and technologists are necessary to maximize the potential of AI 
in education. 

Future research should explore the dynamic interplay between TAM and SDL in the context of 
AI integration in higher education. Understanding how individual differences, contextual factors, 
and cultural influences impact technology acceptance and self-directed learning behaviours can 
provide valuable insights for developing effective AI-driven learning interventions (Ifenthaler & 
Schumacher, 2023b). Additionally, further research is needed to examine the long-term 
implications of AI adoption on institutional effectiveness and student success. 

Addressing ethical concerns and promoting digital literacy are essential for fostering 
responsible and equitable AI integration in higher education. The development of interdisciplinary 
ethical frameworks involving ethicists, educators, and technologists can ensure that AI 
technologies are used responsibly and transparently (Holmes et al., 2021). Promoting digital 
literacy among students and educators is also crucial for effective AI integration, as it equips them 
with the skills needed to navigate AI-driven learning environments. 

The study underscores the transformative potential of AI in higher education, highlighting 
significant benefits in personalized learning, assessment, and administrative efficiency. However, 
realizing these benefits fully requires addressing the associated challenges, including data privacy 
concerns, ethical considerations, and digital inclusion. By adopting a holistic and inclusive 
approach to AI integration, educational institutions can harness the transformative potential of AI 
to promote quality education and critical engagement (Asio & Gadia, 2024). 

The integration of AI in higher education aligns with the principles of SDL by promoting 
learner autonomy and self-directed learning. AI-driven personalized learning experiences 
empower students to take control of their learning journeys, fostering intrinsic motivation and 
lifelong learning (Li et al., 2024). This alignment with SDL principles underscores the potential of 
AI to transform traditional educational paradigms and promote more active, engaged learning. 



O. A. Ajani et al. / Journal of Pedagogical Sociology and Psychology, 7(1), 54-69 66 

 

 

 

The findings of this study have significant implications for various stakeholders in higher 
education. Educators should be encouraged to engage in continuous professional development 
programmes to build digital competencies and effectively integrate AI-driven technologies into 
their pedagogical practices (Hossain, Alamri et al., 2022). Policymakers should prioritize initiatives 
to promote digital inclusion, ensure data privacy and security, and foster ethical AI practices 
(Siemens & Gasevic, 2017). Administrators should allocate funding for research and development, 
establish partnerships with industry stakeholders, and create conducive environments for 
experimentation and innovation (Zawacki-Richter et al., 2019). 

7. Conclusion 

This study underscores the transformative potential of Artificial Intelligence in higher education, 
highlighting its ability to personalise learning, streamline administrative tasks, and enhance 
student engagement. Despite these promising benefits, the successful integration of AI hinges on 
addressing critical challenges such as data privacy, algorithmic bias, and equitable access. 
Ensuring that AI technologies are used ethically and inclusively requires robust support systems 
for educators, ongoing professional development, and a commitment to bridging the digital 
divide. Future research should focus on exploring the long-term impacts of AI on holistic student 
development and the effective melding of technology with pedagogy. By balancing innovation 
with ethical considerations, we can harness AI's full potential to improve educational outcomes 
and create a more inclusive and effective learning environment. 

8. Recommendations to the stakeholders 

To leverage the full potential of Artificial Intelligence in higher education, stakeholders must take 
comprehensive and coordinated actions. Educators, policymakers, administrators, technology 
developers, and learners all have critical roles to play in fostering an environment that maximizes 
the benefits of AI while addressing its challenges. By focusing on targeted professional 
development, equitable resource allocation, robust policy frameworks, collaborative innovation, 
and learner empowerment, stakeholders can collectively advance the integration of AI in 
education. 

For educators, continuous professional development is paramount. Institutions should provide 
regular training programmes to enhance educators' digital literacy and competency in using AI-
driven tools. These programmes should be tailored to address the specific needs and contexts of 
different educational environments, ensuring that educators are well-equipped to integrate AI into 
their pedagogical practices effectively. Additionally, educators should be encouraged to 
collaborate with instructional designers and technologists to co-create AI-enabled learning 
environments that cater to diverse learner needs and preferences. This collaborative approach will 
help educators harness the full potential of AI to enhance teaching and learning outcomes. 

Policymakers play a crucial role in shaping the regulatory landscape and allocating resources to 
support AI integration in higher education. They should prioritize initiatives that promote digital 
inclusion, ensuring that all students have access to the necessary infrastructure and resources to 
benefit from AI-enhanced learning. Policymakers should also establish clear guidelines and 
frameworks for data privacy and security, ensuring that AI technologies are used ethically and 
responsibly. By creating a supportive policy environment, policymakers can facilitate the 
widespread and equitable adoption of AI in higher education. 

Administrators and institutional leaders must champion AI adoption as part of their broader 
strategic initiatives to promote innovation and improve learning outcomes. They should allocate 
sufficient funding for research and development, support faculty training, and establish 
partnerships with industry stakeholders to foster innovation. Additionally, administrators should 
create a culture of collaboration and knowledge sharing among faculty members, instructional 
designers, and technology experts. This collaborative culture will enable institutions to maximize 
the potential of AI technologies and drive continuous improvement in teaching and learning 
practices. 
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Technology developers and industry stakeholders have a responsibility to design AI tools and 
platforms that are user-friendly, inclusive, and aligned with educational goals. They should work 
closely with educators and institutions to understand their needs and develop solutions that 
enhance teaching and learning while addressing ethical and privacy concerns. By prioritizing user-
centric design and ethical considerations, technology developers can create AI-driven tools that 
support effective and equitable education. 

Learners should be empowered to take ownership of their learning journeys and equipped with 
the necessary digital literacy skills to navigate AI-driven learning environments effectively. 
Educational institutions should adopt learner-centred design principles and incorporate feedback 
mechanisms to ensure that AI-enabled educational technologies meet the diverse needs and 
preferences of students. By fostering a human-centric approach to AI integration, stakeholders can 
collectively harness the transformative potential of AI to create more inclusive, adaptive, and 
engaging learning experiences in higher education.  

Author contributions: All authors have sufficiently contributed to the study, and agreed with the 
conclusions.  

Declaration of interest: No conflict of interest is declared by author.  

Ethics statement: Because no human studies are included, this study does not require ethical 
approval. 

 

References 

Ajani, O. A. (2023). Challenges mitigating against effective adoption and usage of e-learning in curriculum 
delivery in South African universities. International Journal of Innovative Technologies in Social Science, 2(38), 
91-112. https://doi.org/10.31435/rsglobal_ijitss/30062023/8005  

Ally, M., Grimus, M., & Ebner, M. (2019). Preparing for the digital university: a review of the history and 
current state of distance, blended, and online learning. Journal of Computing in Higher Education, 31(3), 548-
567. https://doi.org/10.1007/s12528-019-09208-w 

Arksey, H., & O'Malley, L. (2005). Scoping studies: Towards a methodological framework. International 
Journal of Social Research Methodology, 8(1), 19-32. https://doi.org/10.1080/1364557032000119616 

Asio, J. M. R., & Gadia, E. D. (2024). Predictors of student attitudes towards artificial intelligence: 
Implications and relevance to the higher education institutions. International Journal of Didactical Studies, 
5(2), 27763. https://doi.org/10.33902/ijods.202427763 

Asio, J.M.R. (2024). Artificial intelligence (AI) literacy and academic performance of tertiary level students: a 
preliminary analysis. Social Sciences, Humanities and Education Journal (SHE Journal), 5(2), 309 – 321. 

Baker, R., & Smith, L. (2019). Enhancing learning through personalized learning systems. AI and Education, 
2(1), 15-28. 

Bozkurt, A., & Sharma, R. (2020). Bridging the digital divide in education. Educational Technology Research and 
Development, 68(4), 1439-1456. https://doi.org/10.1007/s11423-020-09744-3 

Braun, V., & Clarke, V. (2006). Using thematic analysis in psychology. Qualitative Research in Psychology, 3(2), 
77-101. https://doi.org/10.1191/1478088706qp063oa 

Brown, T., & Green, D. (2020). The impact of artificial intelligence on assessments in higher education. 
Journal of Educational Technology Systems, 48(2), 222-241. https://doi.org/10.1177/0047239520920799 

Chiu, T. K., Ahmad, Z., Ismailov, M., & Sanusi, I. T. (2024). What are artificial intelligence literacy and 
competency? A comprehensive framework to support them. Computers and Education Open, 6, 100171. 
https://doi.org/10.1016/j.caeo.2024.100171  

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of information 
technology. MIS Quarterly, 13(3), 319-340. https://doi.org/10.2307/249008 

Dwivedi, Y. K., Hughes, L., Coombs, C., Constantiou, I., Duan, Y., Edwards, J. S., Gubta, B., Lal, B., Misra, S., 
Prashant, P., Raman, R., Rana, N., Sharma, S. K. & Upadhyay, N. (2021). Impact of COVID-19 pandemic 
on information management research and practice: Transforming education, work and life. International 
Journal of Information Management, 55, 102211. https://doi.org/10.1016/j.ijinfomgt.2020.102211 

Florida, R., Mellander, C., & King, K. (2018). The role of metros in the global AI revolution. Economic 
Geography, 94(5), 589-607. https://doi.org/10.1080/00130095.2018.1444982.  

https://doi.org/10.31435/rsglobal_ijitss/30062023/8005
https://doi.org/10.1007/s12528-019-09208-w
https://doi.org/10.1080/1364557032000119616
https://doi.org/10.33902/ijods.202427763
https://doi.org/10.1007/s11423-020-09744-3
https://doi.org/10.1191/1478088706qp063oa
https://doi.org/10.1177/0047239520920799
https://doi.org/10.1016/j.caeo.2024.100171
https://doi.org/10.2307/249008
https://doi.org/10.1016/j.ijinfomgt.2020.102211
https://doi.org/10.1080/00130095.2018.1444982


O. A. Ajani et al. / Journal of Pedagogical Sociology and Psychology, 7(1), 54-69 68 

 

 

 

Gupta, S., & Chen, H. (2022). The role of AI-driven platforms in fostering student engagement. Journal of 
Interactive Learning Environments, 30(1), 142-158. https://doi.org/10.1080/10494820.2020.1789674.  

Hodges, C., Moore, S., Lockee, B., Trust, T., & Bond, A. (2020). The difference between emergency remote teaching 
and online learning. EDUCAUSE Review. 

Holmes, W., Bialik, M., & Fadel, C. (2021). Artificial intelligence in education: Promises and implications for 
teaching and learning. Center for Curriculum Redesign. 

Hossain, M. S., Alamri, A., & Al-Rubaish, A. M. (2022). Use of AI-driven chatbots in higher education: A case 
study. Education and Information Technologies, 27(1), 497-515. https://doi.org/10.1007/s10639-021-10592-4.  

Hossain, M. S., Alkhalaf, S., & Van-Hoof, H. B. (2022). Understanding the adoption of smart educational 
technologies: E-learning in Saudi Arabia. Journal of Computer Assisted Learning, 38(4), 1022-1033. 
https://doi.org/10.1111/jcal.12567.  

Ifenthaler, D., & Schumacher, C. (2023a). AI in education: Challenges to pedagogy and learning. Educational 
Technology Research and Development, 71(1), 5-23. https://doi.org/10.1007/s11423-022-10010-x.  

Ifenthaler, D., & Schumacher, C. (2023b). Perceptions of AI in educational scenarios. Journal of Research on 
Technology in Education, 55(1), 1-17.  

Johnson, L., & Kumar, S. (2019). AI-driven analytics in higher education administration. Journal of Educational 
Administration and History, 51(1), 22-33. https://doi.org/10.1080/00220620.2018.1448153.  

Khalil, M., Wong, J., Wasson, B., & Paas, F. (2024). Adaptive support for self‐regulated learning in digital 
learning environments. British Journal of Educational Technology, 55(4), 1281-1289. 
https://doi.org/10.1111/bjet.13479  

Knowles, M. S. (1975) Self-directed learning: a guide for learners and teachers. Follett Publishers. 
Knowles, M. S., Holton III, E. F., & Swanson, R. A. (2014). The adult learner: The definitive classic in adult 

education and human resource development. Elsevier. 
Li, Y., Sadiq, G., Qambar, G., & Zheng, P. (2024). The impact of students’ use of ChatGPT on their research 

skills: The mediating effects of autonomous motivation, engagement, and self-directed learning. Education 
and Information Technologies. Advanced onlinefirst article. https://doi.org/10.1007/s10639-024-12981-9  

Maphalala, M. C., & Ajani, O. A. (2023). The covid-19 pandemic: shifting from conventional classroom 
learning to online learning in South Africa’s higher education. International Journal of Innovative 
Technologies in Social Science, 2(38), 8002. https://doi.org/10.31435/rsglobal_ijitss/30062023/8002  

Maphalala, M. C., & Ajani, O. A. (2024). Teaching and learning of computer science in higher education: a 
self-directed learning perspective. In C. Bosch, L. Goosen, & J. Chetty (Eds.), Navigating computer science 
education in the 21st century (pp. 89-111). IGI Global. https://doi.org/10.4018/979-8-3693-1066-3.ch005 

Nguyen, T., & Walker, A. D. (2020). A review of the use of intelligent tutoring systems in education. Studies 
in Educational Evaluation, 66, 100849. https://doi.org/10.1016/j.stueduc.2020.100849.  

Okonkwo, C. G., & Ade-Ibijola, A. (2021). AI in higher education administration: A revolution in 
governance. Education and Management Engineering, 11(1), 16-24.  

Page, M. J., McKenzie, J. E., Bossuyt, P. M., Boutron, I., Hoffmann, T. C., Mulrow, C. D., Shamseer, L., 
Tetzlaff, J. M., Akl, E. A., Brennan, S. E., Chou, R., Glanville, J., Grimshaw, J. M., Hróbjartsson, A., Lalu, 
M. M., Li, T., Loder, E. W., Mayo-Wilson, E., McDonald, S., McGuinness, L. A.,Stewart, L. A., Thomas, J., 
Tricco, A. C., Welch, V. A., Whiting, P. & Moher, D. (2021). The PRISMA 2020 statement: An updated 
guideline for reporting systematic reviews. BMJ, 372, n71. https://doi.org/10.1136/bmj.n71 

Patel, S., & Jain, P. (2019). Understanding educational technology through AI. Educational Technology & 
Society, 22(3), 47-59.  

Ramachandran, R., Zhang, X., & Kumar, P. (2023a). Adaptive learning: The future of education. Educational 
Research Review, 31, 100364. https://doi.org/10.1016/j.edurev.2020.100364.  

Ramachandran, R., Zhang, X., & Kumar, P. (2023b). The impact of intelligent tutoring systems on learning 
outcomes. Computers & Education, 160, 104092. https://doi.org/10.1016/j.compedu.2020.104092.  

Ramachandran, R., Zhang, X., & Kumar, P. (2023c). Addressing ethical concerns in the use of AI in 
education. Educational Technology Research and Development, 71(2), 531-548. 
https://doi.org/10.1007/s11423-021-10029-8.  

Regan, P. M., & Jesse, J. (2019). Ethical challenges of edtech, big data and personalized learning: Twenty-first 
century student sorting and tracking. Ethics and Information Technology, 21(3), 167-179. 
https://doi.org/10.1007/s10676-018-9492-2. 

Seymour, W., Smith, G., & Ajani, T. A. (2020). Bridging the gap: Ensuring access to AI technologies. Journal of 
Computer Assisted Learning, 36(5), 654-665. https://doi.org/10.1111/jcal.12456.  

Sharma, P., Lee, H., & Gupta, A. (2020). Intelligent tutoring systems using artificial intelligence: A review. 
International Journal of Learning Technology, 15(2), 116-140. 

https://doi.org/10.1080/10494820.2020.1789674
https://doi.org/10.1007/s10639-021-10592-4
https://doi.org/10.1111/jcal.12567
https://doi.org/10.1007/s11423-022-10010-x
https://doi.org/10.1080/00220620.2018.1448153
https://doi.org/10.1111/bjet.13479
https://doi.org/10.1007/s10639-024-12981-9
https://doi.org/10.31435/rsglobal_ijitss/30062023/8002
https://doi.org/10.4018/979-8-3693-1066-3.ch005
https://doi.org/10.1016/j.stueduc.2020.100849
https://doi.org/10.1136/bmj.n71
https://doi.org/10.1016/j.edurev.2020.100364
https://doi.org/10.1016/j.compedu.2020.104092
https://doi.org/10.1007/s11423-021-10029-8
https://doi.org/10.1007/s10676-018-9492-2
https://doi.org/10.1111/jcal.12456


O. A. Ajani et al. / Journal of Pedagogical Sociology and Psychology, 7(1), 54-69 69 

 

 

 

Siemens, G., & Gasevic, D. (2017). Artificial intelligence in education: Ethical considerations. Educational 
Technology Research and Development, 65(4), 841-850. https://doi.org/10.1007/s11423-017-9509-0.  

Smith, L., & Jones, F. (2018). Using AI to streamline educational administration. Journal of Educational 
Administration, 56(2), 177-192. https://doi.org/10.1108/JEA-03-2017-0028.  

Tang, S., & Sivanathan, A. (2021). Adaptive learning technologies in higher education: A comparative 
review. Educational Technology & Society, 24(1), 12-28.  

Venkatesh, V., & Davis, F. D. (2000). A theoretical extension of the Technology Acceptance Model: Four 
longitudinal field studies. Management Science, 46(2), 186-204. 
https://doi.org/10.1287/mnsc.46.2.186.11926.  

Venkatesh, V., & Bala, H. (2008). Technology acceptance model 3 and a research agenda on 
interventions. Decision sciences, 39(2), 273-315. https://doi.org/10.1111/j.1540-5915.2008.00192.x  

Williams, D., & Roberts, T. (2022). Artificial intelligence in higher education: Comprehensive insights and 
future directions. British Journal of Educational Technology, 53(4), 675-690. 
https://doi.org/10.1111/bjet.13159.  

Zawacki-Richter, O., Marín, V. I., Bond, M., & Gouverneur, F. (2019). Systematic review of research on 
artificial intelligence applications in higher education – where are the educators? International Journal of 
Educational Technology in Higher Education, 16, 39. https://doi.org/10.1186/s41239-019-0171-0.  

 

 

https://doi.org/10.1007/s11423-017-9509-0
https://doi.org/10.1108/JEA-03-2017-0028
https://doi.org/10.1287/mnsc.46.2.186.11926
https://doi.org/10.1111/j.1540-5915.2008.00192.x
https://doi.org/10.1111/bjet.13159
https://doi.org/10.1186/s41239-019-0171-0

